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Variable least significant bits (VLSB) steganography is a pretty powerful and secure technique for data hiding in cover
images, having variable data hiding capacity, signal-to-noise ratio, peak signal-to-noise ratio, and mean square error
(MSE). This study presents a new algorithm for the implementation of VLSB steganography named varying index vary-
ing bits substitution (VIVBS). The VIVBS algorithm is a very secure, high capacity, flexible, and statistically unpre-
dictable mechanism to conceal information in cover images. The method uses a secret stego-key comprising a reference
point, and variation of the number of bits to be hidden with varying indices of pixels in the cover image. The secret key
adds an extra feature of security to steganography, making it much immune to steganalysis. The VIVBS algorithm is
capable of providing variable data hiding capacity and variable key size which can be changed by changing the range of
least significant bits used. A data hiding capacity of 43.75% with a negligible MSE 14.67 dB has been achieved using
the VIVBS algorithm. For larger data hiding capacity, the MSE and distortion increases significantly which make the
existence of information predictable but the key size also increases significantly, making the retrieval of hidden
information difficult for the unauthorized person.
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1. Introduction

The discipline of data security mainly includes cryp-
tography and steganography. Cryptography transforms
ordinary information into nonsense while steganography,
furthermore, conceals the existence of information (Tsai
et al. 2011). Steganography is an art of hidden writing;
the writing that is imperceptible and the presence of data
cannot be detected. Steganography is classified on the
basis of medium used as cover media, e.g., image
steganography and audio steganography (Bhattacharyya,
Kim, and Dutta 2012; Dumitrescu, Wu, and Memon
2002; Moon and Kawitkar 2007). A medium having
much redundant data is considered to be the most suit-
able one. An image is a medium with lots of redundant
bits which can be used as a cover for data hiding. Lots
of work is being carried out in the field of image
steganography. Image steganography is classified further
into two categories, grayscale image steganography and
color image steganography. In this study, special empha-
sis is given to grayscale image steganography.

Image steganography has been implemented both in
the spatial/time domain and in the transform domain,
e.g., discrete cosine transform (Song, Wang, and Niu
2012; Walia, Jain, and Navdeep 2010) and wavelet trans-
form (Bhattacharyya and Sanyal 2010). Spatial domain
techniques have been implemented to use least

significant bits (LSBs), e.g., 4LSBs (Raja et al. 2005;
Wang and Wang 2006) and variable least significant bits
(VLSB) steganography techniques. The 4LSBs’
steganography has an upper bound of 50% information
hiding capacity. This is the best one can achieve with
this method. To increase hiding capacity of steganogra-
phy, VLSB steganography was proposed and developed.

2. VLSB steganography

To achieve more than 50% data hiding capacity, a new
technique called VLSB steganography was adopted.
VLSB steganography is an information concealing tech-
nique, utilizing a variable number of bits in a pixel of
the cover image to hide data, so varying amounts of
information are hidden in different parts of the cover
image. This is very different from 4LSBs’ steganography
(Raja et al. 2005). VLSB steganography seems to be a
powerful data hiding technique.

The capacity and signal-to-noise ratio (SNR) of
steganography are inversely proportional to each other.
A trade-off is made to keep both within affordable limits.
VLSB steganography also offers a large key size, mak-
ing it very resistant to steganalysis. The key size and the
size of cover image are directly related to each other. To
share information using VLSB steganography, only the
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intended party is provided with the key, to extract the
information (Khan, Yousaf, and Akram 2011).

VLSB steganography needs a very professionally
well-developed algorithm; it should be capable of hiding
more information by keeping SNR and mean square error
(MSE) within an affordable range. It should be strong
enough to resist steganalysis by an intruder, so that the
information hidden should be imperceptible and the key
size of the algorithm should be large to make the recov-
ery of information difficult, in case of detection. Two
algorithms/techniques, decreasing distance decreasing
bits (DDDB) algorithm (Khan, Yousaf, and Akram
2011), and modular distance technique (MDT) (Khan
and Yousaf 2013) were developed to implement VLSB
steganography. In decreasing distance algorithms, the
number of LSBs used for data hiding varies with the dis-
tance of pixels from the central pixel of cover image. As
the distance decreases, the number of LSBs used for data
hiding decreases. The DDDB algorithm hides more
information at borders. In the MDT, the number of LSBs
used for data hiding varies with the mode of the distance
of a pixel from the reference pixel. In this study, a new
technique, named varying index varying bits substitution
(VIVBS) algorithm, is presented to implement VLSB
steganography.

3. Proposed algorithm

VIVBS is a new algorithm for the implementation of
VLSB steganography using variable numbers of bits for
data hiding on the basis of the index of the pixel. The
number of bits hidden in a pixel, of a specific index, is
defined by the key. As each pixel’s intensity is repre-
sented in an 8-bit binary number, so, there are nine
possible values for the number of bits to be hidden. The
minimum possible value for the number of bits is 0,
which means no hiding, and maximum value is 8 means
100% replacement of cover image pixel with data bits.

VIVBS algorithm processes each pixel of cover
image for information hiding. To use the VIVBS algo-
rithm, a pixel’s index is calculated using either x-inter-
cept or y-intercept of pixel position. Then, a table is
developed that defines how much data, i.e., bits, will be
hidden in a pixel with a specific index/reference number
already calculated. A minimum of 0 and maximum of 8
bits can be hidden in a pixel of a specific index number.
The maximum value of bits used for data hiding decides
the key size, the larger the maximum value of bits, the
larger will be the key size and the more secure the hid-
den information will be. The number of bits assigned to
a specific index number is the key. Different index num-
bers (i.e., Ind1, Ind2, Ind3, Ind4, etc.) may be assigned
with different or same number of bits (i.e., N1, N2, N3,
N4, etc.) to be hidden. Each pixel is processed using
VIVBS algorithm and a number of bits of message are

hidden in the pixel according to its index number as
given in Table 1.

Now the index for each pixel Pði; jÞ of cover image
in the VIVBS algorithm is calculated. The index value is
passed to the table to get the value of number of bits
used for hiding information. Then, the value of bits is
passed to the VLSB steganography section that hides
information in the pixel Pði; jÞ. As the number of bits
used for information hiding varies from pixel to pixel on
the basis of its index, this is called a VIVBS algorithm.
The whole process of VIVBS algorithm is given here in
the form of a block diagram in Figure 1.

4. Hiding capacity of VIVBS algorithm

The hiding capacity is the amount of data that can be
hidden in a cover file. It is the ratio of total amount of
information in bits hidden to the total size of cover in
bits. If an image of size “N” is used as a cover and “Bi”
bits are hidden in the ith pixel of cover image, then the
total capacity “Ct” of covers and total information’s bits
hidden “Bh” is given as by Equations (1) and (2), respec-
tively.

Ct ¼ N � 8; (1)

Bh ¼
XN
i¼1

Bi: (2)

So the information hiding capacity “C” of VIVBS algo-
rithm is given by Equations (3) and (4).

C ¼ Bh

Ct
� 100; (3)

C ¼
PN

i¼1 Bi

N � 8
� 100; (4)

where N: size of image; Bh: the number of bits hidden in
a pixel; Ct: the total capacity of cover image; C: hiding
capacity.

Equation (4) shows that as the number of bits “Bi”
hidden in a pixel increases, the hiding capacity increases.

Table 1. Index numbers and assigned number of bits.

Index No. of bits

Ind1 N1
Ind2 N2
Ind3 N3
Ind4 N4
Ind5 N5
Ind6 N6
Ind7 N7
Ind8 N8
Ind9 N9

2 S. Khan et al.
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5. Key size of VIVBS algorithm

Steganography provides the unpredictability of hidden
information in cover image, but in addition, this VIVBS
provides an additional feature of security. There are vari-
ous possible combinations for hiding data in a cover
image using the VIVBS algorithm which makes it extre-
mely secure for implementing steganography. Let us say
“n” numbers of bits are used for information hiding, then
the key size “K” is given by Equation (5).

K ¼ N � Cðnþ1Þ
1 : (5)

Equation (5) shows that key size is directly proportional
to the size of cover image and the depth of the cover
image, i.e., the number of bits used, “n.” Now if all the 8
bits are used for data hiding using VIVBS algorithm, the
maximum key size is achieved. The maximum key size
“Kmax” of VIVBS algorithm is given by Equation (9).

Kmax ¼ N � Cð8þ1Þ
1 : (6)

As Cð8þ1Þ
1 ¼ C9

1 ¼ 9 so

Kmax ¼ 9� N : (7)

As

N ¼ r � c: (8)

So

Kmax ¼ 9� ðr � cÞ: (9)

where K: keys size; Kmax: maximum key size; r: number
of rows of cover image; c: number of columns of cover
image.

Equation (9) shows that maximum key size of
VIVBS algorithm is 9 times the cover’s size. To recover
the hidden data, the key plays a vital role and the per-
son, with whom the information is shared, should know
the key. Without the key, it is tedious to recover
information. The key makes the VLSB steganography
quite secure, the greater the key size “K”, the more diffi-
cult it is to reconstruct the hidden information for an
intruder.

6. MSE, SNR, and PSNR of VIVBS algorithm

The quality of stego image is analyzed both qualitatively
by observation and quantitatively by calculating MSE,
SNR, and peak signal-to-noise ratio (PSNR). The hiding
capacity and key size for each combination is also calcu-
lated to measure the strength of the algorithm. The MSE,
SNR, and PSNR are calculated using expressions given
below (Gonzalez and Woods 2008; Khan et al. 2013).

Figure 1. Block diagram of VIVBS algorithm.
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MSE ¼ 1

R� C

XR
i¼1

XC
j¼1

Covði; jÞ � Stegoði; jÞÞ½ �2; (10)

SNR ¼ 10� log10

PR
i¼1

PC
j¼1 Covði; jÞ½ �2PR

i¼1

PC
j¼1 Covði; jÞ � Stegoði; jÞ½ �2

" #
;

(11)

PSNR ¼ 10� log10
2552

MSE

� �
: (12)

7. Implementation results

The implementation process of VLSB steganography
with the VIVBS algorithm is explained in Figure 1. The
VIVBS algorithm is applied to hide information in a
cover image. The cover image and information are
shown in Figure 2(a) and (b), respectively. Stego images
are obtained for various combinations of numbers of bits
“Bi” hidden in the LSBs of cover image pixels. As there
are various possible combinations depending on key size,
only the results of a few implemented combinations are
given here in this study.

A grayscale image has 8 bits per pixel, so we can use
the combinations of 2, 3, 4, 5, 6, 7, 8, or 9 LSBs including
no hiding condition, which means zero bit substitution.
Using two combinations for data hiding results in negligi-
ble MSE and very high SNR and PSNR. But the hiding
capacity and key size are very small. As the number of
combinations is increased, the MSE is increased and the
SNR and PSNR are decreased. But along with this, there is
a significant increase in hiding capacity and key size.

The resulting stego images of VLSB using the
VIVBS algorithm for 2, 3, 4, 5, 6, 7, 8, and 9 combina-
tions of LSBs are shown in Figure 3(a)–(h), respectively.
To compare VIVBS algorithm results with the
well-known 4LSBs steganography, 4LSBs are also

applied to the same cover images and the resulting stego
images from 4LSBs steganography are given in Figure 4.
The MSE, SNR, PSNR, hiding capacity, and key size
each combination of VIVBS algorithm and 4LSBs
steganography are given in Table 2.

The results of VIVBS algorithm, listed in Table 2,
show that as the combinations of LSBs increase, the
capacity for hidden data increases and the MSE also
increases with the increase in number of LSBs’ combina-
tions as shown in the graph given in Figures 5 and 6,
respectively. The SNR and PSNR show a decreasing
response with the increase in number of LSBs’ combina-
tions and are represented in graphical in Figures 7 and 8,
respectively.

The main feature and strength of the VIVBS algo-
rithm is its key size; as given in Table 2, the key size
significantly increases with the increase in number of
LSBs’ combinations. Instead of these combinations, we
may use any random combination for data hiding using
the VIVBS algorithm which makes it highly secure and
largely immune to steganalysis. Although it creates a sig-
nificant and visible distortion in stego images for 7 and
higher combinations of LSBs, the large key size over-
comes this and makes it difficult for an intruder to
extract the hidden information.

8. Information retrieval

Using a grayscale image as cover, there is a maximum
of 8 × N bits capacity available for a user. Eight bits per
pixel can be used at maximum for data/information hid-
ing in nine different combinations, i.e., combination of
1, 2, 3, 4, 5, 6, 7, 8, and 9 LSBs. In the previous sec-
tion, information was concealed in the LSBs of cover
images and the resulting stego images of VLSB
steganography using VIVBS algorithm for the combina-
tions of 2, 3, 4, 5, 6, 7, 8, and 9 of LSBs were shown in
Figure 3. The information hiding process is done on the

Figure 2. (a) Cover image and (b) message image.
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Figure 3. (a) Stego image for 2 combinations of LSBs, (b) stego image for 3 combinations of LSBs, (c) stego image for 4
combinations of LSBs, (d) stego image for 5 combinations of LSBs, (e) stego image for 6 combinations of LSBs, (f) stego image for
7 combinations of LSBs, (g) stego image for 8 combinations of LSBs, and (h) stego image for 9 combinations of LSBs.
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sender side to send secret and valuable information to
the intended user, i.e., receiver in a secure manner.

On the receiver side, when a stego image with secret
information is received, the process of retrieval of
information occurs. This process works in the same man-
ner as that of information hiding process, but in the
opposite direction. To retrieve the hidden the informa-
tion, the stego image is processed pixel by pixel, an
index is calculated for each pixel, the number of bits
hidden in the LSBs of a pixel having a specific index is

found from Table 1 and then information bits are recov-
ered by reading the LSBs. The recovered information
bits are arranged to get the message image.

Figure 4. Stego image of 4LSBs’ steganography.

Table 2. Hiding capacity, SNR, MSE, PSNR, and key size of VIVBS vs. LSBs’ combination.

No. of combinations of LSBs Hiding capacity (%) SNR (dB) MSE (dB) PSNR (dB) Key size

2 12.50 34.8930 0.0068 69.8319 2 * N
3 18.75 28.1845 0.0441 61.6837 3 * N
4 25 21.7347 0.2342 54.4342 4 * N
5 31.25 16.5082 0.7816 49.2011 5 * N
6 37.50 11.4887 3.5493 42.6294 6 * N
7 43.75 8.8356 14.6719 36.4659 7 * N
8 50.00 7.3876 51.8436 30.9839 8 * N
9 56.25 6.5455 132.7809 26.8994 9 * N
4LSBs 50.00 12.0921 4.1422 41.9585 1

Figure 5. Data hiding capacity vs. LSBs’ combinations.

Figure 6. MSE vs. LSBs’ combinations.

Figure 7. SNR vs. LSBs’ combinations.

Figure 8. PSNR vs. LSBs’ combinations.

6 S. Khan et al.
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Figure 9. (a) Recovered message (12.50% capacity), (b) recovered message (18.75% capacity), (c) recovered message (25.00%
capacity), (d) recovered message (31.25% capacity), (e) recovered message (37.50% capacity), (f) recovered message (43.75%
capacity), (g) recovered message (50.00% capacity), and (h) recovered message (56.25% capacity).
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As experimental messages, images were hidden in
cover images shown in Figure 2(b) and (a), respectively.
Both of these images, considered as message and cover,
are of the same size. So, using a combination of 2 bits
with hiding capacity 12.5%, only 12.5% of the message
image was hidden, and on the receiving side, only 12.5%
of the message was recovered. Using other combinations
with lager hiding capacities hides more information, and
on the receiving side, more information can be recovered.
The experimental result showed that all the hidden
information is recovered in good health. The recovered

messages for 2, 3, 4, 5, 6, 7, 8, and 9 combinations of
LSBs are shown here in Figure 9(a)–(g), respectively.

Here, it can be observed clearly that if the image size
is larger than the hiding capacity, only a portion of a
message can be hidden in a cover depending on the
capacity of the LSBs’ combination used. In such a case,
a message should be hidden in multiple cover images.
The same cover image may also be used twice, thrice,
etc. to hide the complete message, e.g., the same mes-
sage image in Figure 2(b) can be hidden using the same
cover image in Figure 2(a) twice if the hiding capacity is
kept at 50%. And the message recovered is shown here
in Figure 10.

9. Comparison

VIVBS algorithm is compared with DDDB algorithm
and MDT by hiding the message image of Figure 2(b)
in cover image of Figure 2(a). The stego images
obtained for VIVBS algorithm, MDT, and DDDB algo-
rithm are shown in Figure 11(a)–(c), respectively, for a
fixed hiding capacity of 50.00%. The SNR, PSNR, MSE,
time elapsed in hiding “Th” and time elapsed in recovery
“Tr” of VIVBS algorithm are also calculated for each
technique as given in Table 3.

The experimental results show that the VIVBS algo-
rithm performed better as compared to DDDB and MDT
algorithms in terms of SNR, MSE, and PSNR. The
VIVBS algorithm gives a significantly high SNR and
PSNR and a low MSE. Although VIVBS takes more

Figure 10. Recovered message.

Figure 11. (a) Stego image of VIVBS (50%), (b) stego image of DDDB algorithm (50%), and (c) stego image of MDT (50%).
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time in data recovery as compared to DDDB and MDT,
it is the only approach giving a PSNR above 30 dB at
50% data hiding capacity, which is the needed PSNR
level for most practical applications. The use of VIVBS
algorithm is thus the most suitable approach in the cases
where high data hiding is required.

10. Conclusion

The increase in the hiding capacity of different
steganography approaches is achieved at the cost of
quality of the resultant signal. As the hiding capacity
increases, the SNR and PSNR decrease while the MSE
increases. VIVBS algorithm has a large key size and
variable data hiding capability. It performs better than
the DDDB and MDT algorithms as it gives higher SNR,
higher PSNR, and lower MSE than DDDB algorithm and
MDT at a very high level of data hiding. Besides, the
key size and time elapsed in retrieving a hidden message
using the VIVBS algorithm is significantly larger, mak-
ing the recovery of data very difficult for an unautho-
rized person, thus making it suitable for applications
where secure exchange of information is needed and
there is tolerance of delay, such as military applications.

Nomenclature

MSE mean square error
SNR signal-to-noise ratio
PSNR peak signal-to-noise ratio
N size of image
Bh the number of bits hidden in a pixel
Ct the total capacity of cover image
C hiding capacity
K keys size
Kmax maximum key size
R number of rows of cover image
C number of columns of cover image
Th elapsed time
Tr recovery time
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